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1) The Probabilistic Method Capplied to R-SAT)

2) Via Union bound

↳) via independence

↳ via Lovasz Local Lemma

9) from theProbabilistic Method to Algorithms

Min
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↑

Probabilistic Method Framework (to Slow (*) is possible)

a) Define a random process

6) Office bad events 8
,

80
, ... and E

, 18.1 ...
-> (*)

c) Show Pr( ,
18. ... ) > 0

↳Via unior bound

↳ via independence

4) Via Lovase Local Lemma ...

A literal is a boolean variable or its negation X or

A clause is the "or" of distinct literals Y
,
VXVXs

↑ 3- clause
↳ R-clause if exactly Re literals

A R-SAT formula is the "and" of R-clauses (variables X
.....,

Xo
,

e Clauses)

(x,
vxe)v (X , vxe)n(X,

v*) -satisfiable by X
,

= Xe = true

& -SAT :

(x,
vxe)v (X , vxe)n(X,

v*)n(X, vxe) -> not satisfiable 6/121 true
,

11 false by eds

but the a middle clause not satisfied(* )

A R-SAT Formula is satisfiable if I a truth assignment to its variables making it time

Intuition : Many variables + few clauses = easy to satisfy

(a) (Independently assign each X:= Steor e

1) Let 8:: it clause not satisfied so if 8,
151 ... theo formula is satisfied

B

Fact : Any R-SAT Clause w/M1E-clauses is satisfiable (see above ey .)

(
Have Pr (8 : )-

"
vi so Pr(8 , ver ...) [Fr()<n =<

>so Printer ...) = 1- Pr(8 ,00 ...)) O



A R-SAT formula has overlap of if each clause share variables w/ & other clauses

(X , vXz)1(XyVXy) - overlap O

( , vX)v(X , vxz)v(X , vxy)v(xyvxy)- overlap 3

Intuition : smaller -> easier to satisfy

Fact : any R-SAT formula wr G = 0 is satisfiable

Trivial to prove directly ,
but instructive to proveur probability

Why can't use unior bound approach

Algebraically: Have Pr(8 : )- +: so Pr(8 , ver ...) [FiPr(6)Sincer=

Morally : * W ·
Unio bound Independence

Good upper bound if Implies not disjoint

8. are(mostly) disjoint cassuming O Pr ...)

Here 8: are independent -> not disjoint so UB is bad

(((ti) = 1- 30v: so p(51 ...) =He() <0

↑ : ↑

Bi independent 5
:

>0 Xi

so E:
independent



R

Fact: Any R-SAT formula of E- is satisfiable

Note : no dependence of # of clauses

If & 30 they 80 no longer independent

But small a -> "mostly independent" ; need way to formalize

Event A is entually independent of events B= 38 ,
Be
, ... 3 if V Partitions B=B

,
LB.

↑r(tI=

8 MI of 38 , 83 in (x ,
v1) v (X , vxe) v(X , vxy)v(xyvx)

B
,

ByB3B

(B , E) is a dependedly grape of events & if V BEB
8 is MI From B(((8)

↑ neighbors of 6

B, - Be- By- By
-

Symmetric LLL : Gives events B / dependency grape 6 of max-degree A

if -P Soto

1) Pr(8) -P V BES
2) e . p . (A+ 1) = /

ther Pr() > 0

Proof of fact using LCL

Let B : = 30 , Be, ... 3 and 303EE If Br
,

8
; seare variables

,
let p= h and 1 =

A
() (B, E) is a dependency graph wr max-degreeI -

+
= P ViBut Pr (8 :) en

So (A+1) = e. = 1
ep

so by (21 Pr(1) >0



LLL as a Unio Bound Generalization

suppose - events 8
, 8 ....

8. w Pr(8) <P V :

U8 : If pe < ther Pr(UB/Eth so Pr() > 0

LLL0r
If e .plat)= e . p . - 11 then Pr(p) >0

86
Complete

graph

From Probabilistic Method to Algorithms
For UB : boosting

Suppose #clauses is -1 so Pr(1 random assignment not satisfyis) It
Assign X

,, Xe, ... UAR

while I unsatisfied Clause

Resample all variables

Return Xi , Xe..

Analysis : Pr (Er iterations) = 1- Pr(-iterations) : 1 -(e) t
so Pr(Elor iterations) - 1 - t

For LLL : Moser-Tardos Algorithm -> works for LLL is yeseral

#
Assign X

,, Xe, ... UAR

While I Unsatisfied Clause C

Fix(2)
Return Xi Xej ... Xa

)
Resample each Xit2

Unsatisfied Clause C'staring variablesu Possibly itself
For each

Fix(c)

Analysis : "entropy compression" shows O(M) iteration is E


