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-Scenarios

Balls - bis uniformly at random t indepectly

0000 ...
0 O balls

W W . . . W o bio

1) If m = 2 ,
what is max # balls is a biro

~ In (wp21 -b)
S

4) How big musta be so ? I ball is each bis?
~ele (for Pr (1 - t)

↑ coupon collector
"



How toSolveYour Fave Radonizatio. Question

Concentration Framework

a) Show (*) true if all &Vs near E

6) Concentration : One RV at E (Floge) wr dish pr

2) Unio. Bod: all RVs at E (floge) wr digs pr /
↳ Reminder : Pr(B , UBev ...) (8) Ele

Let Xig := indicator of ball ; - bio :

Let X:: = Xi (falls is Go :)

1) EX : ] =1 (wider m= r)

2) EEX: 1 = M(loga) (wher M2Molone)



Markov's Frequality
suppose X is a no-negative RV / EEXO

Pr(X2a . E(X)) [*t Est ofthe time

Intuition ↑ Ex x
Why Non-Negative?

EX= ] A
-10

a .E . Pr (X2E(x)) -> a.Ex. [Pr(X= :)
↑ [a . ESX]

Ste
comebackI < % . Pr(x=i)

i2a : Ex]

↳ EEX] (a0- yeg)

Lived Scaliny , Only needs non-negative



Corollary : Cebysiev's Inequality
↑r((X-E(xi([a) _>V
Let =(x-Ex) s E = var

(a) = pr( - n= Pr()
=E Carmou

C = val
skip t come back if time

Quadratic scaling
,

needs low varance



Simple Chernoff

Let Xi
,
Xe
, ..., Xo be independent EVs s i t . X=S

Let X:= X
:,

M : = ESX

Then - G10

Pr(x2 (1 + +)m) = exp(ur)(+r)
And V GE(0, )

↑r (x[(l -+)M) < exp(-ru()

Exponential scaling, needs indicator [I
Mod C . loge -> P--

> "With dis probability"



Solving problems of concentration Framework

1) Fix bir i
.

(=(a)
M = E(xi) = 1

↑ (XIM(H) -> expl- +log((+10y +)

(6)↑ [exp) - Yl0g/2109)
=-

-

so Pr(Xi :Helogs)

for(X,Helog
- UX-HNoV ... ) -Pr(Herons

!
EXi] = 0(1) So X : < 10se wip so all XiElon.

3) (a)let m= 10 .1. and fix :

M = E(Xi] = 161-

(6)[pr(x =()
. 1610)[exp( - -1610/)

=-

--

EX:1= (1091)

(2)[Pr (X, [80VXE8V ...) I E So X: = Ellog) wit
So all X: = Elloat) wit



-ChernoffTill

Let Xi
,
Xe
, ..., Xo be independent EVs s i t . X=S

Let X:= X
:,

M : = ESX

- (Then V 520
,

Pr(X] ( + d) .M) > expo e
Let S = -(Ita) and a = (r)M
Pr (x = a) = Pr(ee) =P

↑
Markov dfe ,

Te + (-)

= C
sa

↑ E
independence

= TI +a)
- 1 < I exp(e . (e - 1)

% esa I"
| +x(exp(x) esa

= exp(ip(e -1) exp(M(e - 1)
-

esa

esa
=Jexp(s)(aIt5

↑ (1 + d)

S = ( (l + i)
a = (l+ r)u



Proof of simple Chernoff via Full Geroff
i = r- 1

Have of [log(hr) 20erFor= tos

So
= (exp(o - u+r))exp



Hoeffding's Inequality
Let Xi

,
Xe
, ..., Xo be independent &Vs Sit . XiE[a . bi]

Let X:= X
:,

M : = ESX

↑r((x-m(2 +)=exp))
Like Chereoff but additive/doesn't assume X: 50, 1)


