
Today
- Deterministic MWU

- Randomized MWU

- General loss/gain + Actions

Recall

1-3-exp)-E)
,

will use

Claim : 1-32 exp(= d-5) -EE(0..6)



Today : Now to make decisions when future unknown (or ever adversarial)
But : discovered/applications in : ML, Solving Its

, computational geometry, fast algorithms,...

&eterministic Setup

Or day i = 1
,

2
, ..., 800 ... oEach expert jeay recommends e50, 13

We decide d: E30, 13 via "Strategy"
Adversary reveals correct answer t

. Eso,

Goal :Minimize total #Mistakes M:= Eld: -til

can do as bad as M= T if adversary just closes opposite of us

More achievable : do well if experts give good advice

Let M::=-til and Mr Min M
:

Hope Today: MuMA

Claim : If M
*

= 0
,

they I strategy sot. Melog, o'68O

Initially all experts "active" O

On day : 88-0
d: 7 Majority Vote of active experts O

Deactivate any incorrect experts -0
Each time we make a mistake

, # active agents halved
O

But # active experts 11 and initially a 0
so Meloga (A Galving argument)

But what ifI perfect agest

Claim: I strategy sot. M110g + MF. log
O

Initially all experts "active"

On day : aO O P

d: 7 Majority Vote of active experts

Deactivate any incorrect experts
or to t if not defined

If all experts inactive, reactivate all experts
00

C

Let Red epock be days [Rt) time activate experts
, (1) th time reactivate all experts)

,
15: Hepochs

In each epock we make Elogy Mistakes so M1K- Log

But every expert makes a mistake is each epoch so M
*2/M109 .



Previous strategy very harsh ; if expert always right except for start of epoc

is ignored ; want getler Penalty

Claim: I Strategy Y & (0 . 6) Sot. M- (2+ 3) · M
*

+ O(logy/2) d ·
I % I

Initially expert ; gets weight w= O

11
On day : 6 0 O ⑧ %-

d: 7 Weighted Majority Vote of active experts
do is 6E50,13: - 11

I

Wit (1-3 . /-ti) ·Wilike a "soft"
maxing I, w

;

j : /j= 0000 0

Y deactivation - ! ↳
The "multiplicative weights" strategy oo

Analysis intuition: before, tracking # active agents ; now weight how active an agent is so track
Let W:= W

, at start of day :

W
++ 1 -

> n . exp)-= -m) Wittw.
+ =(1- 3) · Wi = (l-) · W.

If we make a Mistake or day : the [wi Zir; out W. W.jifti jitt,

But Wi =[ +(-tw =We w
:Tijfti jitifti

So W-(1-g)" . W
,

= (1 - f)- exp)-=m)-
Y

WTH exp)- EMT - 4-M*) 1-xe-X

Best expert das weight (1-3)M
*

at ed so Wit(l-s)M
*

But 1-3 exP)- 5-5) for 5(0 . 6)

So W
+
-exp(-5 .M

*
- 50 .mt)

So expl-sm
* -SM*) (0 : exp(-M) -EM

*
-s** 10 - 8 . M

7 M(+ +2
+

+ Em
T

= (+3)M*+0(()
Above factor of a basically tight:

claim : I adversary + experts set . any deterministic strategy das M2C.M
*

consider & experts
, t = 0 and T = 1 V : ⑧97d

Adversary outputs to = di :
d.

M =T ·
& averaging [El3 Sit . M; so M

*z] so M22.M
* 8



But hope was MaM*; will improve by using randomization

Randomized Setup

Or day i = 1
,

2
, ...,

Each expert jeay recommends e50, 13
We fix a distribution p. over experts

Adversary reveals correct answer t
. Eso,

We decide d: %
, wr probability P: Cadversary car see p, but not di)

Goal : Minimize total expected #Mistakes #CM) = This where Mis := It-til

Notice adversary now cannot just do opposite of us so hope for deation & M
*

Claim : I randomized Strategy & EE(0..6) Set . ESM] < (H+3) · M
*

+ 100
Initially expert ; gets weight w=

On day :

Pj7Wi /tw;

Wit (l-E . /t -ti) · Wi

Let W:= W
, at start of day :

Let M: = Id:
-t: / so ECMS= EC] (byLoE)

Win - exp)- E . E(m)

Erm)=t= /W so w = E. W

j : rijft :
jiri;ti

W
.,

<W + -3) .I = W
.
-5. wi = W

: (l-3 .E(n))
jitt:

j:jet
:

so Wit =Wi(-E) [exp(-)=expE
rxe-x

,
w

,
= a

Wit < exp(-sM
*-3M*) by same argument as deterministic case

So expl-EMP-5*) [0 · exp(-E . ESM]) <)-sM
* -M* 160-EESM

↳ ESMS - (1 + 3) ·M* +



& Dig Generalizations

1) Instead of d. 50, 13
,
dif[) where di = i m do what experti does

2) Continuous lossgain

General Setup
Or day i = 1

,
2
, ...,

We fix a distribution p. over experts

Adversary reveals gaie/loss Vector 1 :E [1, 1)
We decide d:

= s wr probability P.

Goal :Minimize expected loss #[L)= lis

Let (*:=Min
Claim : I randomized Strategy & &E(0·6) S.t. ECL1*+ 35 + 100

Initially expert ; gets weight w=

On day :

Pj7Wi /Tw;

Wj(l- E . lij) · Wi
↑

Possibly <0 !

Rest of analysis basically same as before

"Experts" is Very Flexible

"Weak" supervised learner ->"boost" weak to strong learners

strategies in zero-sum Game - Proof of Minimax

Elements ofProbability Distribution -> perandomization

constraints of an LP-APX. Solve LPs is poly-time

↳)More or this next time to solve flow!


